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Résumé / Abstract 
 
Une prévision probabiliste représente la probabilité qu’un événement futur satisfasse une condition 
donnée. Un des aspects intéressants de ces prévisions est leur calibration, c’est-à-dire l’appariement 
entre les probabilités prédites et les probabilités réalisées. Dans le passé, la calibration a été évaluée en 
regroupant des probabilités de prévisions en catégories distinctes. Nous proposons d’utiliser des 
estimateurs à noyaux, qui sont plus efficaces et qui estiment une relation lisse entre les probabilités 
prédites et réalisées. Nous nous servons de ces estimations pour évaluer l’importance empirique des 
erreurs de calibration dans plusieurs pratiques économiques, telles que la prévision de récessions et de 
l’inflation. Pour ce faire, nous utilisons des prévisions historiques, ainsi que des pseudoprévisions 
effectuées à l’aide de données telles qu’elles étaient au moment de la prévision. Nous analysons les 
résultats en utilisant autant des estimations préliminaires que des estimations tardives, ces dernières 
incorporant parfois des révisions importantes. Nous trouvons une forte évidence empirique d’une 
calibration erronée des prévisions professionnelles de récession et d’inflation. Nous présentons aussi 
une évidence d’asymétries dans la performance des prévisions d’inflation basées sur des estimations 
des écarts de la production en temps réel. 

 
Mots clés : calibration, probabilités de prévisions, données « en temps réel », 
inflation, récession  
 
 

A probabilistic forecast is the estimated probability with which a future event will satisfy a specified 
criterion. One interesting feature of such forecasts is their calibration, or the match between predicted 
probabilities and actual outcome probabilities. Calibration has been evaluated in the past by grouping 
probability forecasts into discrete categories. Here we show that we can do so without discrete 
groupings; the kernel estimators that we use produce efficiency gains and smooth estimated curves 
relating predicted and actual probabilities. We use such estimates to evaluate the empirical evidence 
on calibration error in a number of economic applications including recession and inflation 
prediction, using both forecasts made and stored in real time and pseudoforecasts made using the data 
vintage available at the forecast date. We evaluate outcomes using both first-release outcome 
measures as well as later, thoroughly-revised data. We find strong evidence of incorrect calibration in 
professional forecasts of recessions and inflation. We also present evidence of asymmetries in the 
performance of inflation forecasts based on real-time output gaps. 
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1. Introduction

A probabilistic forecast is the estimated probability of a specific future event, such
as the probability that there will be precipitation tomorrow, or that a particular party
will form the next government. Probabilistic forecasts are produced for economic events
such as recession, high inflation, stock market crashes and bond defaults.1 In each of
these cases the event is binary (an outcome occurs in a given time interval, or not) and
the forecast is an estimated probability of occurrence.

Calibration measures the match between forecast probabilities and actual condi-
tional probabilities of the event. Calibration is of interest in many applications because
of its immediate relevance to interpretation of the forecast probabilities. While proba-
bilistic forecasts of economic events are increasingly common, studies of their calibration
are still relatively rare (Diebold and Rudebusch 1989 is an important early exception.)

This paper makes two principal contributions to the study of the calibration of
probabilistic forecasts. The first is methodological: we show how kernel regression es-
timators can be used to estimate calibration. This avoids the arbitrary cell groupings
used in the previous literature and allows for smooth graphical representations of cal-
ibration. Second, we use these methods to provide new evidence on the behavior of
probabilistic forecasts of U.S. recessions and inflation. We find evidence of systematic
forecast errors in both forecasts from professional forecasters and simple model-based
forecasts. We also use both first-release and highly revised economic series to evaluate
forecast performance. We find several cases where this distinction has an important
impact on the properties of the forecasts that we examine.

Section 2 of the paper defines the measures of interest and procedures for estima-
tion and statistical inference. Section 3 describes the data, vintages, and forecasts or
forecasting models that are subject to evaluation, and results of the analyses of these
data. Section 4 concludes.

2. Calibration and probability forecast evaluation

2.1 Methods and definitions

The calibration of a forecast can be measured with no more information than a set
of point forecasts and data on outcomes. Let x be a 0/1 binary variable representing
an outcome and let p̂ ∈ [0, 1] be a forecast of the probability that x = 1. A well
calibrated forecast should have p̂ = E(x|p̂) ∀ p̂, so that the forecasts correctly reflect
the conditional probability of the outcome. Following notation of Murphy and Winkler
(1987), we define

Ef (p̂− E(x|p̂))2 (2.1)

as the mean squared calibration error, where Ef (z) =
∫

zf(z)dz and where f(.) is
the marginal distribution of the forecasts. The mean squared calibration error has a
minimum value of zero (perfect calibration); its maximum value is 1.

1Probabilistic forecasts on financial variables are commonly traded as binary or digital
options.
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If forecasts are correctly calibrated then for any forecast value p̂i the true proba-
bility that the event will occur is also p̂i. If for example we forecast that the probability
of a recession beginning in the next quarter is 20%, and if over all occasions on which
we would make this forecast the proportion in which a recession will begin is 20%, and
if this match holds for all other possible predicted probabilities, then the forecasts are
correctly calibrated. If by contrast a recession will only occur 5% of the time when p̂ =
10%, the calibration error will be positive. Note that correct calibration can be achieved
by setting p̂ = E(x), the unconditional probability of a recession, but such forecasts
are said to have no resolution, i.e. no ability to distinguish high- and low-probability
cases.2

2.2 Evaluating predictive densities and calibration

The calibration error of probabilistic forecasts can be understood in the more
general context of predictive density tests. The latter consider whether the forecast
density matches the true density of a continuously or discretely valued variable of
interest. For example, let f̂X(x) be a density forecast for X and let F̂X(x) be the
corresponding forecast cdf. If the density forecast is efficient, then Pr(X ≤ x) =
F̂X(x).3 In the special case where X is a binary variable, Pr(X = 1|p̂) = E(X|p̂),
which will equal f̂X|p̂(1) = p̂ if the forecast is efficient.

Important contributions to this literature include those of Diebold, Gunther and
Tay (1998), Bai (2003), and Corradi and Swanson (2005), among many others. Diebold,
Gunther and Tay (1998) suggest the use of the probability integral transform to obtain a
sequence which is U[0,1] under the null of correct specification of the predictive density;
Bai (2003) also obtains a statistic which is U[0,1] under this null, using a Kolmogorov-
type test. Corradi and Swanson (2006) propose another Kolmogorov-type test using
the probability integral transform which allows for both parameter estimation error and
dynamic misspecification; since these elements enter the limiting covariance, inference
can be conducted by bootstrap.

2Although the present study is concerned with calibration alone, it is worth noting that
the mean squared error of a forecast can be decomposed into calibration and resolution
terms: following Murphy and Winkler (1987), for example, we can condition on the
forecasts to decompose the mean squared error E((p̂−x)2) of the probabilistic forecast
as follows

E(p̂− x)2 = E(x− E(x))2 + Ef (p̂− E(x|p̂))2 − Ef (E(x|p̂)− E(x))2.

Note that the first right-hand side term, the variance of the binary sequence of outcomes,
is a fixed feature of the problem and does not depend on the forecasts. Hence all
information in the MSE that depends on the forecasts is contained in the second and
third terms on the right-hand side, the mean square calibration error and the resolution.
3In general, both densities may condition on some observable variables.
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Note that complete forecast densities are often not available even when the sim-
pler probabilistic forecasts which we study are. For example, the Survey of Professional
Forecasters does not include a predictive density for real output growth, but it does
include the forecast probability of a decline in real output. Similarly, the Survey pro-
vides only a crude and inconsistent approximation to the forecast density for inflation.
Nonetheless, the inflation responses are well-suited to studies of probabilistic forecasts.
We examine both the SPF contraction and inflation forecasts, below. Even when we
have the complete forecast density (as in the case of the model-based inflation forecasts
which we examine), we are often most interested in a particular feature of that density
rather than a global assessment. For example, negative output growth is of particular
interest in macroeconomics because of evidence of non-linear dynamics (such as that of
Hamilton 1989 or Teräsvirta and Anderson 1992, among many others) and the redis-
tributional impact of recessions. For monetary policy, there is broad agreement that
high inflation is qualitatively different from low and stable inflation, while at the same
time there are also concerns about excessively low inflation due to the implications of
the zero lower bound on nominal interest rates for monetary policy. Macroeconomists
may therefore be more interested in assessments that focus on the distinction between
positive and negative growth, or particular threshold levels of inflation, than a overall
assessment of the forecast density.4

Calibration has been measured in both meteorological and economic literatures
in the evaluation of discretely-distributed probability forecasts which may only take
on a finite set of values (e.g. precipitation-probability forecasts which may take on
the values 0, 0.2, 0.4, ..., 1.), or of continuous probability forecasts in [0, 1] which are
subsequently grouped into discrete cells. In the next subsection we consider methods
that will allow us to estimate these quantities for continuously-distributed probability
forecasts without grouping into discrete cells.

2.3 Estimation of the calibration error

Estimation of the quantity in (2.1) requires estimation of the conditional expec-
tation function E(x|p̂) (the unconditional probability E(x) is estimated by the sample
mean x of the binary outcome). When the forecasts take on only a number of discrete

4Although we do not analyze them there, situations where the object of interest is the
forecast probability of exceeding a fixed threshold arise frequently in finance as well
as in macroeconomics. Examples include models for pricing credit derivatives (which
typically require forecasts of the probability of default), portfolio managers who need
to forecast the probability that losses on a portfolio of derivatives become large enough
to trigger a margin call, and regulators who need to forecast the probability that a
financial institution’s losses become large enough to render it insolvent and pose a
systemic financial risk. One result has been the development of methods that allow for
a local evaluation of the forecast density function; see for example Linton and Whang
2007.
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values, e.g. p̂i = {0, 0.1, 0.2, . . . , 1.0}, the conditional expectation in (1) is estimated
by a simple sub-sample mean of x for each value of p̂. When the forecasts can take
any value in the interval [0, 1], the forecasts may be grouped into cells and calibration
may be investigated for each cell. This is the approach taken by, for example, Diebold
and Rudebusch (1989), who divide the N forecasts into J cells; the authors then com-

pute the local squared bias measure N−1
∑J

j=1 nj(p̂
j − xj)2, where p̂

j
and xj are the

mean forecast probability and the mean outcome on the nj values contained in cell j.
These authors, and others such as Casillas-Olvera and Bessler (2006), also compute

the ‘global squared bias,’ 2(N−1
∑N

i=1 p̂i − N−1
∑N

i=1 xi)2, a measure of the match of
the unconditional mean probability forecast and unconditional mean probability of the
outcome. Note that the local measure is analogous to the use of a histogram to estimate
a continuous density, with the corresponding loss of efficiency.

We can estimate the continuous conditional expectation function without imposing
linearity or artificial grouping into cells by nonparametric (e.g. kernel) regression of x
on p̂. Kernel estimates are well known to have a number of advantages over histogram-
type estimates. One is the fact that kernel methods produce smooth functions; here,
this allows us to evaluate calibration at any point in the continuous interval [0, 1]. By
contrast, histograms produce discontinuous estimates with a constant value within each
bin.5 As well, kernel estimates can be shown to perform better on standard criteria such
as rates of decline of the mean squared error with sample size; see for example Tapia
and Thompson (1978, pp. 44-59), or see Silverman (1986) on advantages of the kernel
over the histogram in general. Pagan and Ullah (1999) provide a recent general review
and exposition of these methods and a discussion of relative efficiency of the kernel and
histogram (discrete cell) estimators.

There are various possible choices of estimator, including the Nadaraya- Watson
(locally- constant) and locally-linear kernel regression, nearest-neighbour methods, etc.
The methods estimate the true conditional mean function,

f(X|P̂ = p̂) =
∫ ∞

−∞
xf(x, p̂)/fP̂ (p̂)dx,

where fP̂ (p̂) is the (continuous) marginal distribution of the probability forecasts, by

substituting estimates f̂(x, p̂) and f̂P̂ (p̂) of the densities. We use the Nadaraya-Watson
kernel estimator in all results recorded below. Any such method requires a choice of
bandwidth parameter and kernel function; while cross-validation will be our primary
method for bandwidth choice, we report results for various values of the bandwidth
parameter to indicate sensitivity to this choice.

5Note that a histogram, which uses fixed bins, is not equivalent to the use of a uniform
kernel in kernel estimation, since the latter evaluates a function on an arbitrarily fine
grid of points which defines a shifting set of centres for the weight function.
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2.4 Statistical inference on calibration

Inference on the estimated conditional expectation functions must take into ac-
count the dependence which exists in both forecasts and outcomes. Kernel regres-
sion estimates have been shown to remain consistent and asymptotically normal with
dependent data under various conditions; see for example Robinson (1983, 1986).6

Pointwise inference on calibration error (that is, a test of H0 : p̂i = E(X|pi) at any
given probability p̂i) can therefore be conducted using asymptotic confidence bands
for the nonparametric regression functions. Nonetheless the sizes of sample available
in macroeconomic applications yield wide confidence bands outside the central region
where most observations lie, so there is little power to reject deviations from correct
calibration.

We will instead consider a global test of the hypothesis of correct calibration.
By a global test we mean a test of the null that the entire function E(X|p̂i) can be
reduced to the linear form a + bp̂i with a = 0, b = 1, throughout the interval [0, 1],
as is implied by correct calibration. The model is therefore X = a + bp̂i + ui, and
H0 : a = 0, b = 1 is tested in this case with the Wald statistic g(θ̂)′V̂ −1g(θ̂), where
θ = (a, b)′, g(θ̂) = (â, b̂−1)′ and V̂ is a consistent estimate of the parameter covariance
matrix. Dependence in deviations from the model implies inconsistency of the least-
squares covariance matrix used in standard asymptotic tests, so a heteroskedasticity-
and autocorrelation-consistent covariance matrix estimator must be used in a context
such as this. We compute the Wald statistics below using the Newey-West estimator
for the covariance matrix and test the joint hypothesis. This test may lose power
against nonlinear deviations from the null, but is feasible under general conditions:
given consistent estimates of θ from LS regression and V from the HAC estimator, the
Wald statistic has the standard asymptotic χ2

2 distribution.
To illustrate the size conformity and power of the test, Figure 2.3.1 plots the

results of a monte carlo experiment in which the true conditional expectation function
E(X|p̂i) differs from p̂i via a quadratic deviation: E(X|p̂i) = p̂i−ap̂2

i +b. The quadratic
deviation parameter a and the intercept deviation b are chosen on a grid of points in
the interval [0, 0.3]; very similar results are obtained for the negatives of these values of
a and b. Correct calibration holds for a = b = 0, so at these values, Figure 2.3.1 shows
test size in a nominal 5% level test; at any other values of a and b it shows power of this
test. The experiment recorded in the figure uses 25000 replications and, to exemplify
conditions similar to those of the empirical cases below, uses sample size 250 and four

6Nonparametric estimates are asymptotically normal at each point of estimation under
standard assumptions which include smoothness of the conditional expectation func-
tion and a bandwidth parameter h that converges to zero with sample size n, having
asymptotic variance f(x)(−1)σ2

∫
K2(ω)dω; see for example Pagan and Ullah (1999,

section 3.4) in the iid case. The kernel constant
∫

K2(ω)dω is equal to 0.2821 for the
Gaussian kernel used in our estimation.
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lags in computation of the Newey-West standard errors.
We observe good although not perfect size conformity in the asymptotic test at

this sample size–the rejection probability at a = b = 0 is 0.07–and substantial power
against deviations from correct calibration.

Figure 2.3.1
Test size and power with quadratic alternative
N=250, bandwidth = 0.08, 25000 replications

3. Data, forecasts and pseudo-forecasts

We now use the measures described in Section 2 to study three forecast data sets:
the first contains recession probability forecasts while the others contain probabilistic
forecasts of inflation measured by the GDP deflator and the CPI respectively. We
investigate a variety of forecast horizons for each data set. For CPI inflation, we also
evaluate a suite of forecasting models.
3.1 Recession probability forecasts

The recession forecasts that we consider come from the Survey of Professional Fore-
casters (SPF). The survey, originally conducted by the American Statistical Association
(ASA) and the National Bureau of Economic Research (NBER), began in 1968:Q4 and
was taken over by the Philadelphia Fed in 1990:Q2.7 Quarterly recession probability

7Detailed documentation on the SPF survey is published on the FRB Philadelphia web
site.
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forecasts are among the many series that have been recorded since the beginning of the
survey. Each value is the median across forecasters of their estimated probabilities that
the economy will experience negative real GDP growth in quarter t+h, h = 0, 1, 2, 3, 4.
Note that the definition of a ‘recession’ in the SPF is not the standard two-quarter
definition, but a single quarter of contraction; note also that these are not cumulative
probabilities of a recession at any point up to t + h, but are specific to quarter t + h.
The first of these, for h = 0, is a roughly contemporaneous estimate of the current state
(contraction or expansion) of the economy. We consider two measures of forecast out-
comes, one based on the initial (i.e. first-release) estimate of real GDP growth and the
other, which incorporates extensive data revisions, based on the 2006Q1 data vintage.

These series have also been examined by several other authors, most recently by
Lahiri and Wang (2007) and Rudebusch and Williams (2007). The latter found that
while the SPF forecasts had a lower RMSFE than a naive benchmark model at all
horizons, this difference was statistically significant at only the 2 and 3 quarter forecast
horizons. They explain this result by noting that at shorter horizons, the SPF forecasts
make a small number of large forecast errors by assigning large probabilities to a re-
cession in the quarters just before or just after actual recessions (e.g. 1974-75, 1979-80
or 2001.) Lahiri and Wang (2007) examine calibration using a pointwise test based on
12 bins and find no evidence to reject the null of correct calibration for any forecast
horizon. They also examine skill scores and other measures of forecaster ability; in con-
trast with Rudebusch and Williams (2007), they conclude that while the SPF appears
to have important discriminatory power at shorter horizons, it appears to have little or
no skill at longer horizons.

Figure 3.1.1 shows the distribution of the recession forecasts, with those forecasts
for periods in which the economy subsequently contracted shown as larger green dots
and those for periods in which it subsequently expanded shown as smaller blue dots.
The revision in GDP growth figures causes the small difference between the outcomes
measured with initial estimates (upper panel) and with the recent vintage estimates
(lower panel.) Note that for shorter horizons, the forecast recession probabilities tend
to be higher for contractionary periods than for expansionary ones. At longer horizons,
however, no such difference is evident.
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Figure 3.1.1
Dispersion of probabilistic forecasts

Survey of Professional Forecasters data

Next we compute the calibration measure for these forecasts. This requires us to
choose bandwidths and kernel functions in order to estimate the continuous conditional
expectation function E(x|p̂) needed to evaluate (2.2) and (2.3). The tables below report
results from the standard Nadaraya-Watson kernel estimator with a Gaussian kernel
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function; our results are typically much less sensitive to kernel choice than to the choice
of bandwidth parameter. Cross-validation estimates the optimal bandwidth to be close
to 0.08 on most of these data sets, although results are more erratic on the longer-
horizon forecast data. We therefore take the value 0.08 as a base case and also report
results in which this value is varied by ±50%; Table 3.1.1 below shows that the choice
of bandwidth parameter has little effect on the RMS calibration error, nor does the use
of first-release instead of recent-vintage data.

Figure 3.1.2 illustrates the estimated conditional expectations produced for the five
forecast horizons and two data vintages using the base bandwidth of 0.08. The ideal
conditional expectation function would be a 45 degree line showing equality between
the forecast and E(x|p̂). The conditional expectation functions are only plotted over
the observed range of probability forecasts; note in particular that there are forecasts
near zero at all horizons whereas there are no observations of probability forecasts near
one at the longer horizons. We see that at longer (3 and 4Q) horizons, there is no
apparent relationship between the SPF forecast and the observed frequency of contrac-
tions; the curves in the graph are essentially horizontal at the unconditional probability
of recessions. At shorter horizons we clearly see that the estimated probability of re-
cession increases with the SPF forecast. There is some evidence that the SPF tends
to overestimate the probability of recession both at low probabilities (a nominal 20
percent forecast is associated with a recession frequency of close to zero) and at the
mid-range (e.g. for the 0Q forecast a forecast probability of 70 per cent is associated
with an estimated recession frequency of 50 to 60 percent with initial-release data and
approximately 50 percent in recent-vintage data.)

Table 3.1.1 reports the estimated root mean squared calibration errors for these
SPF forecasts. The point estimates are all tightly clustered between 5 and 10 per cent,
implying relatively minor overall calibration error at all horizons, regardless of the
outcome measure or the bandwidth parameter used. The results of the general tests
described in section 2.3 for the null of correct calibration against linear alternatives are
also reported in Table 3.1.1 in the form of p-values for the null hypothesis of correct
calibration, using the procedure described in section 2.3 above. Correct calibration
is rejected at horizons 0 and 4, and at horizon 1 with real time outcomes. While
evidence against correct calibration is strong at these points, the typical deviation from
(0,1) slope and intercept is small: at horizon 0, the slope and intercept estimates are
(−0.05, 0.99) for real-time outcomes and (−0.03, 0.87) for 2006-vintage outcomes. At
horizons 3 and 4, the estimates of the linear form are imprecise, but there is nonetheless
sufficient evidence at horizon 4 to reject correct calibration decisively. In general, we
can conclude that while there is strong evidence of miscalibration at horizon 0 and
somewhat less strong evidence at horizons 1 and 4, the magnitude of the miscalibration
is small.

9



Figure 3.1.2
Kernel-estimated conditional expectation of outcome given forecast

Survey of Professional Forecasters data

3.2 SPF Inflation forecasts

In this and the following section we consider the calibration of inflation forecasts
using two quite different types of probabilistic forecasts. The first are taken from
the SPF. The survey asks forecasters to estimate the probability that inflation, as
measured by the GDP deflator, will exceed various threshold levels.8 While many of

8For this forecast, inflation is defined as the percentage change in the US GDP deflator
over 4 consecutive quarters starting from its fourth quarter level in the current or
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these thresholds varied over time as inflation varied, the 2% and 4% annual inflation
threshold have been used in most surveys, thereby giving the longest consistent span
of forecasts available for testing. Using all available forecasts for each forecast horizon
gives us 22 to 23 observations for the 2% annual inflation threshold (using surveys from
1985Q2 to 2007Q4) and 26 to 38 for the 4% threshold (using surveys from 1968Q4 to
2007Q4.) Variation in the number of forecasts is largely due to the fact that forecasts
for the 2% threshold and for the 5-7Q horizons were first recorded more than a decade
after the earliest forecasts were recorded. Results for those horizons and thresholds
therefore reflect a smaller sample that omits the earliest observations.

Croushore (2007) notes that revisions in inflation as measured by the GDP deflator
has at times been substantial. For that reason, we again measure outcomes using both
initial estimates and fixed-vintage (2008Q1) series.

Figure 3.2.1 describes the distribution of the SPF inflation forecasts. The layout
of the figure is similar to that of Figure 3.1.1; each point shows a probability forecast
of inflation exceeding the stated threshold, with the upper panels showing results for
the 2% threshold, lower panels showing that for the 4% threshold, panels on the left
measuring outcomes with initial estimates and panels on the right measuring outcomes
with the 2008Q1 vintage. Within each panel, we distinguish forecasts for which mea-
sured inflation exceed the threshold (larger green dots) from those in which it did not
(smaller blue dots.) Unlike the recession forecasts of the previous section, we see that
these two conditional distributions look quite different at all forecast horizons for both
thresholds. The measure of inflation outcomes (initial estimates in the panels on the
left, recent vintage in the panels on the right) makes little difference in this respect.

The estimated calibration functions are shown in Figure 3.2.2, where the panels are
arranged as for Figure 3.2.1. We now see important differences depending on whether
first-release or current vintage data are used for evaluation. With first release data and
a 2% threshold, we see poor calibration at both low and high forecast probabilities,
whereas with the 2008Q1 vintage forecasts appear well calibrated at most horizons.
(There are some apparently poor results visible at short horizons and intermediate
probabilities, but relatively few actual forecasts at these points.) Hence correct cali-
bration is typically rejected (as results below describe) in initial release data but not
when the most recent data are used for evaluation. These differences are less stark at
the 4% threshold, where correct calibration tends to be rejected in both cases.

previous year. This means that all the 0Q and 4Q forecasts are made in Q4, all the 1Q
and 5Q forecasts are made in Q3, etc. The SPF reports the median response across
its forecasters that inflation would fall in a given range. Our probabilistic forecast of
inflation exceeding x% is calculated as the sum of of the median probabilities assigned
to all ranges with maximum values less than or equal to x%.
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Figure 3.2.1
SPF Probabilistic Forecasts of Annual US GDP Inflation
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Figure 3.2.2
Kernel-estimated conditional expectation of outcome given forecast

Survey of Professional Forecasters data, two outcome measures

Numerical summaries of the behavior of the SPF inflation forecasts and their esti-
mated calibration errors are in Table 3.2.1. The upper half of the table gives results for
the 2% threshold while the lower half deals with the 4% threshold. Within each half,
the upper portion uses initial estimates to measure inflation outcomes while the lower
portion uses the 2008Q1 vintage. The first two lines of each portion give the variance of
the inflation outcomes and the mean squared forecast error (MSFE) for comparison.9

Outcomes do not vary with forecast horizon; the differences in outcome variance are

9Recall that inflation outcomes are 0 or 1, depending on whether inflation exceeded the
threshold or not.
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artefacts of the differing number of observations available at different horizons, as was
discussed above.

Comparing the MSFE with the variance of inflation outcomes, we see that the
forecasts capture most of the variance at the shortest horizons, but that this falls as
the forecast horizon increases. The MSFE is always higher using the most recent data
vintage rather than the initial release; this increase is often large relative to the total
MSFE. With the 2% inflation threshold, this deterioration is usually much larger than
the increase in the volatility of inflation outcomes.

The importance of the estimated calibration errors vary considerably, ranging from
fully 100% of the MSFE to less than 5%. Calibration errors are smaller for the most
recent data vintage for 7 of the 8 different forecast horizons examined, and sometimes
much smaller. The tests reject the null hypothesis of correct calibration against linear
alternatives at the 5% significance level in 7 of 8 forecast horizons when using first-
released inflation estimated, whereas the null is never rejected using the most recent
data vintage and the 2% threshold, and is rejected in only 5 of 8 cases with the 4%
threshold.

Since the results for the 4% threshold at the longest horizons (5-7Q) essentially
cover only the period since the Volker disinflation, we can gain some insight into how
this affected the performance of the SPF inflation forecasts by comparing the properties
of the longer and shorter horizon forecasts. From the lower half of Table 3.2.1, we
see that the volatility of inflation outcomes dropped by roughly 50%, but with no
corresponding decline in the MSFE. This suggests that the decline was largely due
to a drop in predictable inflation, which would be consistent with a well-functioning
inflation-targeting monetary policy. At the same time, however, calibration errors
appear to be five to ten times larger during this later period, accounting for more
than half of the MSFE when we use the recent data vintage to measure inflation. The
presence of such apparently systematic errors is surprising; it suggests that forecasters
experienced transitional difficulty in adjusting to a new inflation regime.

3.3 Model-based probabilistic forecasts of CPI inflation

The other inflation forecasts that we examine are model-based pseudo-forecasts of
CPI inflation: that is, in contrast with the SPF series evaluated above, these are fore-
casts computed now, but which could have been made using data that were available
to forecasters at the time. Only historical data vintages were used in model selection,
estimation and forecasting. For these U.S. inflation forecasts, we use the data, models
and forecasting methodology described by Orphanides and van Norden (2005).10 That
study compared inflation pseudo-forecasts at various horizons from a set of fifteen sim-
ple linear models using only lagged inflation and real-time estimates of the output
gap in their specification and construction.11 The authors concluded that none of the

10CPI data are not revised, so only vintage series for real GDP from the real-time
database of the FRB Philadelphia were used.
11The 15 models are Linear trend (LT) ; Quadratic trend (QT) ; Broken trend (BT);
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forecasts using real-time output gap estimates seemed to perform better than models
without such gaps (e.g. using output growth instead of the gap, or simply using autore-
gressive models of inflation) in the sense of having a consistently lower mean-squared
forecast error (MSFE.) However, inflation-targeting central banks may be particularly
interested in the probability that inflation stays below some upper bound that is con-
sidered consistent with explicit or implicit inflation targets (so as not to reduce the
policy framework’s credibility.) Alternatively, they may be particularly concerned that
inflation not drop below some minimum in order to avoid problems associated with the
zero bound on nominal interest rates. This suggests that evaluating the performance of
probabilistic output-gap-based inflation forecasts may give additional information on
whether and how such models can be of use to policy makers.

These models are used for forecasts of average US CPI inflation over 2-, 4-, 6-
and 8-quarter horizons. Probabilistic forecasts are based on OLS estimates of linear
forecasting equations with conventional standard error estimates and assumed Gaussian
errors. While there has been no explicit inflation target in the US, we considered
inflation thresholds of 2% and a 4% per annum to be of interest for policymakers for the
reasons just stated. We examine quarterly forecast performance over the period 1969Q2
to 2002Q3 (the same as that used by Orphanides and van Norden 2005.) Recognizing
that there have been long periods where inflation has stayed well above or well below
the 4% threshold, we also examine forecasts of a positive change in inflation.

We find that results are often similar across the different forecasting models, but
often very different depending on the threshold value used. We will therefore focus on
how the results vary across the different thresholds and mention differences across the
various models only briefly.

Hodrick-Prescott (HP); Band Pass (BP); Beveridge-Nelson (BN); SVAR–Blanchard-
Quah (BQ); Watson (1986) (WT; Harvey-Clark (CL); Harvey-Jaeger (HJ); Kuttner
(KT); Gerlach-Smets (GS); TOFU (TF); Nominal Output (YN); Autoregressive
(AR). See Orphanides and van Norden (2005) for references and details on model
specification and estimation.
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Figure 3.3.1
Dispersion of probabilistic forecasts of US inflation target exceedance

Real-time pseudo-forecasts from fifteen models
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Figure 3.3.1 shows the distribution of these probabilistic forecasts. Results are
similar for all forecast horizons; here we report only the results for the 4Q forecast
horizon.12 Because a larger number of forecasts is available, we summarize the distri-
bution of the forecasts with a modified box plot rather than indicating each data point.
The median of the distribution is indicated by a dot, which is flanked above and below
by two line segments. The line segment endpoints closest to the median indicate the
25th and 75th percentiles, while their furthest endpoints indicate the 5th and 95th per-
centiles. (Note that in cases where the 75th and 95th percentiles are both equal to 1.0,
the line segment appears as a dot.) Again, the broader green dots and lines correspond
with outcomes where inflation exceeded the threshold and the narrower blue dots and
lines correspond to cases where it did not.

The top panel shows the results for the 4% inflation threshold. We see that fore-
casts are widely distributed for every model, which contrasts to some degree with the
2% threshold case, as shown in the middle panel. In the latter case distributions are
generally more compressed and the differences when inflation does vs. does not exceed
the threshold are generally much smaller. There is also more variation in the results
across the models; for example, the QT and BT models have forecast distributions that
are very similar across the two outcomes, while the WT, KT and YN do not. The bot-
tom panel shows the results for forecasts of the change in inflation; we see distributions
that are very similar across models and across inflation outcomes.

Figures 3.3.2A and 3.3.2B show the estimated calibration functions corresponding
to the above results. At the 2Q horizon and 4% threshold (Figure 3.3.2A, middle
panel) we see considerable similarity in the calibration functions across models, most
of which lie close to or somewhat below the diagonal (i.e. correct calibration) and are
largely monotonic aside from a slight increase in the estimated frequency of threshold
breaches at the very lowest forecast probabilities. With an inflation threshold of 2%
(top panel), however, all models underestimate the probability of inflation breaching the
2% threshold. While slopes are generally positive for forecast probabilities above 60%,
once below that conditional expectation functions are close to being flat. The lowest
forecast probabilities are almost exclusively associated with breaches of the inflation
threshold. This implies that such models generate alarms of very low inflation that are
almost always false, even at very short horizons. For forecasts of the directional change
in inflation (bottom panel), we see a tight clustering of the calibration function across
models. The functions lie directly on the diagonal and show only modest calibration
errors for the highest and lowest forecasts.

12Results for all horizons are available from the authors.
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Figure 3.3.2a
Kernel-estimated conditional expectation of outcome given forecast

Two-quarter horizon, fifteen inflation forecasting models
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Figure 3.3.2b
Kernel-estimated conditional expectation of outcome given forecast

Six-quarter horizon, fifteen inflation forecasting models
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As the forecast horizon increases (Figure 3.2.2.B), the estimated calibration errors
become slightly more substantial. At the 2% threshold (top panel) they are increasingly
tightly clustered across models. For the change in inflation (bottom panel) they remain
very close to correct calibration, except for the very highest probability forecasts which
tend to overstate the possibility of an increase in inflation. At the 4% threshold, we see
increasing dispersion across models. While most show relatively good calibration for
much of the range of forecasts, all models tend to overstate the risk of high inflation
when they give very high probabilities of exceeding the threshold, and most tend to
understate the risk when they give very low probabilities.

Tables 3.3.1A and B summarize forecast performance and present estimates and
tests of each model’s calibration. Results were generally quite similar for the 4, 6 and
8Q forecast horizons; for brevity we present the results for the 2Q and 6Q horizons.13

For the short-term forecasts and the 4% threshold (Table 3.3.1A, upper panel), we
see that most models have similar MSFEs and explain slightly less than 50% of the
variability of inflation outcomes. Calibration errors appear to be small, never more
than 0.04 and often around 10% of the MSFE. They are never significant at the 5%
level. The 2% threshold (shown in the middle panel) produces quite different results,
however; MFSEs are larger than the variance in inflation outcomes in every case (i.e.
they perform worse than a constant forecast equal to the unconditional probability of
exceeding the threshold.)14 Calibration errors are much larger, typically above 0.025,
and are significant at the 10% level in every case. The results for the forecast direction
of the change in inflation (bottom panel) are different again; calibration errors are
consistently small (never more than 0.01) and never significant at even the 10% level.

As shown in Table 3.3.1B, results are broadly similar at longer forecast horizons,
although forecast performance is generally poorer. The deterioration is greatest for
the 4% threshold, where few models explain any appreciable amount of the variation
in inflation outcomes. Calibration errors tend to be larger, usually between 0.04 and
0.06, but are rarely important relative to MSFE and are generally insignificant. At the
2% threshold, MSFEs are larger still, while calibration errors are generally larger than
before and even more significant. For changes in inflation, while MSFEs show only a
modest decline in explanatory power, calibration errors are often substantially larger
than before (0.03-0.05) and are now significant at the 5% level for 5 of the 15 models.

To summarize, there are very substantial differences both across these forecasting
models in the quality of calibration, and across thresholds in the apparent difficulty of
the problem of producing well calibrated forecasts. For the 4% threshold, most models
produce results which are not significantly different from correct calibration, whereas
at a 2% threshold, most do show significant deviations. This difference may provide
a useful indicator of directions for development of these relatively simple forecasting

13Full results are available from the authors.
14This is suggestive of forecasts made beyond the content horizon; see Galbraith 2003,
Galbraith and Tkacz 2006.
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models.

4. Concluding remarks

Estimation of the calibration of continuous probabilistic economic forecasts can
be carried out, without arbitrary grouping, by using kernel regression estimates of
the necessary conditional expectation function. We find results that are quite sta-
ble across reasonable choices of smoothing parameter and several different data sets.
The estimates provide insight into the performance and interpretation of forecasts and
information that may be useful in improving these forecasts, either through direct ad-
justment to correct biases observed in past forecasts (again see Hamill et al. 2003, for
example), or through the impetus that the analysis provides to revisit and respecify
the forecasting model itself.

The three sets of probabilistic forecasts that we examined showed qualitatively
different results. The Survey of Professional Forecasters recession probability forecasts
show low calibration error at all horizons, although there are a number of statistically
significant deviations from correct calibration; comparison of our SPF results with those
of previous authors (where correct calibration was often not rejected) suggests that
the global tests of correct calibration have relatively high power to detect deviations
from correct calibration. The SPF forecasts of the probability of inflation exceeding a
threshold, by contrast, show quite high calibration error; it is possible that these errors
reflect forecasters’ difficulty in learning about, or adjusting to, a new inflation regime
over part of the sample period.

In the set of model-based forecasts of the probability of inflation exceeding a thresh-
old, we also found widespread evidence of substantial calibration errors, although at
some threshold values calibration error was generally low and often not significantly
different from zero. Clear differences among the models were discernible, suggesting
that examination of the calibration may be one useful diagnostic for forecasters.
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Table 3.1.1
RMS calibration error and test p-values

Recession probability forecasts, SPF data

Horizon:
(quarters)

0 1 2 3 4
Real-time outcome series
h=0.08 0.08 0.08 0.07 0.06 0.09
h=0.04 0.08 0.09 0.08 0.06 0.09
h=0.12 0.09 0.08 0.07 0.07 0.08
test p-value 0.002 0.014 0.277 0.502 0.021

2006 vintage outcome series
h=0.08 0.10 0.08 0.09 0.07 0.09
h=0.04 0.10 0.09 0.10 0.07 0.10
h=0.12 0.10 0.09 0.09 0.08 0.08
test p-value 0.048 0.147 0.134 0.092 0.001
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Table 3.2.1
RMS calibration error and test p-values

SPF Inflation probability forecasts, 2% and 4% thresholds
SPF Probablity Forecasts for Q4/Q4 Inflation
Forecast Horizon (Q) 0 1 2 3 4 5 6 7
2% Threshold First Release Inflation Data
Outcome Variance 0.150 0.150 0.150 0.156 0.150 0.150 0.150 0.156
MSFE 0.035 0.032 0.040 0.093 0.066 0.065 0.074 0.109
Calibration 0.029 0.032 0.029 0.023 0.041 0.053 0.025 0.009

p-value 0.002 0.000 0.010 0.001 0.062 0.021 0.049 0.000
2008Q1 Inflation Data

Outcome Variance 0.202 0.202 0.202 0.208 0.202 0.202 0.202 0.208
MSFE 0.093 0.111 0.138 0.180 0.131 0.153 0.166 0.196
Calibration 0.007 0.008 0.017 0.015 0.005 0.009 0.005 0.016

p-value 0.997 0.972 0.930 0.493 0.423 0.869 0.837 0.538

4% Threshold First Release Inflation Data
Outcome Variance 0.190 0.248 0.245 0.248 0.239 0.157 0.135 0.135
MSFE 0.014 0.027 0.055 0.069 0.074 0.084 0.100 0.080
Calibration 0.014 0.014 0.009 0.005 0.007 0.033 0.043 0.042

p-value 0.014 0.001 0.023 0.508 0.007 0.004 0.000 0.001
2008Q1 Inflation Data

Outcome Variance 0.148 0.234 0.239 0.243 0.239 0.103 0.074 0.074
MSFE 0.060 0.065 0.096 0.108 0.113 0.128 0.150 0.119
Calibration 0.028 0.013 0.016 0.017 0.008 0.084 0.103 0.082

p-value 0.001 0.035 0.374 0.641 0.878 0.000 0.000 0.000
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Table 3.3.1a
RMS calibration error and test p-values, fifteen models, 2Q horizon
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Table 3.3.1b
RMS calibration error and test p-values, fifteen models, 6Q horizon
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Notes to Tables 3.3.1a and 3.3.1bNotes to Table 3.3.2:

These two tables report the results of forecasts for the indicator variable
which equals one when average CPI inflation exceeds the indicated annual
threshold rate over the indicated forecast horizon and zero otherwise. The
values reported in the tables are:

• σ2
x is the sample variance of the indicator variable.

• MSFE is the mean squared forecast error

• Calibration is the estimated mean-squared calibration error.

• p-value gives the asymptotic marginal significance level of the test of the
null hypothesis of perfect calibration against linear alternatives.

The forecasting models are those examined in Orphanides and van Norden
(2005). Aside from the AR model (a univariate autoregressive model of infla-
tion), all are recursively-estimated bivariate VAR models of CPI inflation and
a real-time measure of the output gap. The models are:

• LT: Linear trend

• QT: Quadratic trend

• BT: Broken trend

• HP: Hodrick-Prescott

• BP: Band pass

• BN: Beveridge-Nelson

• BQ: SVAR–Blanchard-Quah

• WT: Watson (1986)

• CL: Harvey-Clark

• HJ: Harvey-Jaeger

• KT: Kuttner

• GS: Gerlach-Smets

• TF: TOFU

• YN: Nominal output

• AR: Autoregressive

See Orphanides and van Norden (2005) for references and details on model
specification and estimation. Probabilistic forecasts are constructed under the
assumption of gaussian forecast errors. Our forecast sample is the same as that
used in Orphanides and van Norden (2005) and spans the period from 1969Q2
to 2002Q3.
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